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ASR Automatic Speech Recognition
STT Speech To Text
\WER Word Error Rate
CER Character Error Rate
.\ Language Model
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Goal and challenges

Be able to recognize and understand children speech with science
vocabulary in a classroom with an open-source solution. The
model :

® Needs a lot of training data in the good context (children
voice in classroom)
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Goal and challenges

Be able to recognize and understand children speech with science
vocabulary in a classroom with an open-source solution. The
model :

© Needs a lot of training data in the good context (children
voice in classroom)

e Will run on a smartphone or tablet (cloud or embedded)
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with Azure

Be able to recognize and understand children speech with science
vocabulary in a classroom with an open-source solution. The

model :
Needs a lot of training data in the good context (children
voice in classroom)
Will run on a smartphone or tablet (cloud or embedded)

® Must be below a specific size
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DeepSpeech

Baidu Research Silicon Valley Al Lab

DeepSpeech: Scaling up end-to-end speech recognition

Figure 2. Structure of the RNN model and notation
[Hannun et al., 2014a]
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Children speech recognition is challenging mainly due to the
inherent high variability in childrens physical and articulatory
characteristics and expressions. [Shivakumar and Georgiou, 2020]

End-to-end architectures trained on large amounts of adult speech
data can help performance on children speech. Addition of large
amounts of adult speech is found to benefit more when the
acoustic mismatch is large between children and adults. Although,
adaptation of acoustic model on children speech helps, the
recognition performance remains more than 6 times worse
compared to adult ASR. [Shivakumar and Narayanan, 2021]
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omparison with Azure

This work investigates for the first time the carbon cost of
end-to-end automatic speech recognition (ASR). [...] With this
study, we hope to raise awareness on this crucial topic and we
provide guidelines, insights, and estimates enabling researchers to
better assess the environmental impact of training speech
technologies [Parcollet and Ravanelli, 2021]
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Architecture
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Acoustic Model
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Parameters

We can change those parameters to get a different result for each
training :
® Alphabet (Character)
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training :
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Parameters

We can change those parameters to get a different result for each
training :

Alphabet (Character)
Language Model (Word)

Audio with transcription

® Hyper-parameters
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Data & results

Advances in ASR for schoolchildren 13 / 47



Previous seminar
(o] lo}

Main corpus

CommonVoice : a crowdsourcing project from Mozilla with the
motivation to build a high quality, publicly open dataset. It has
been started in early 2019, and get updated half a year

Hours Recorded | Hours Validated
FRENCH v
@® 1.0k @ 902h
December
23, 2021
1.2k - F
@ 894h @ 420h
1.0k — P
PR — -4

800h
600h
400h
200h

omo 6mo amo Today

Figure 4. Evolution of the audio recorded and validated in French
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https://commonvoice.mozilla.org
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Best model

Trained in three steps decreasing learning rate each time and for
40 epochs :

© CommonVoice 8 only with a learning rate of 0.001
¢ CommonVoice and mathia with a learning rate of 0.0001
© mathia only with a learning rate of 0.00005

Score (for a total of 28.25 kWh consumed)
WER: 0.187479, CER: 0.123425, loss: 12.353087
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From DeepSpeech to Coqui STT
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Same team

On the code owners file of DeepSpeech and Coqui STT, we find
the same name of Alexandre Lissy (@lissyx) and Reuben Morais
(@reuben), they only change the name of the structure

&

In 2016 while at Mozilla the founders of Coqui noticed that speech
technology was siloed in large corporations, leaving the open source world
out in the cold. To remedy the situation we decided to take action!

Over the intervening years we built open sourced STT and TTS engines
which have been used by hundreds of thousands of people. Also, we kicked
off projects open sourcing thousands of hours of speech training data. A
vital, knowledgeable, and supportive community joined the cause and
accelerated progress exponentially.

Now we're building these projects at Coqui, an organisation dedicated to
continued support of these open source efforts and the community
gathered around them.

Figure 5: Story of Coqui
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https://github.com/mozilla/DeepSpeech/blob/master/CODE_OWNERS.rst
https://github.com/coqui-ai/STT/blob/fb826f714df6fffe9556155a7e76e3d259fc05ec/CODE_OWNERS.rst
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Coqui supports TensorFlow Lite allowing a transcription faster than
real time on a Raspberry Pi 4 thanks to post-training quantization.
The size of a model is now 47 MB instead of 188.

1000ms4{ 950ms 2100 MB m Start-up time
850ms 1884 MB r2000 MB
Memory used
800ms
r 1500 MB
600ms A
+1000 MB
400ms A
200ms A r500 MB
1.50ms 54 MB
Oms - 0 MB
v0.4.1 v0.5.1 v0.6.0

We now use 22 times less memory and start up over 500 times Faster. Together with the optimizations we've
applied to our language model, a complete Coqui STT package including the inference code and a trained English
model is now more than 50% smaller.

Smaller, faster, smarter
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On the coqui website, we can find models trained by anyone, and
shared with statistics like WER/CER/number of epochs/LM etc...

Models sorted by language
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Commonvoice & others

Even with a change in dataset and with the inclusion of new
versions of CommonVoice, we don't always get better result

Test Corpus WER cer Corpustesied  WER evoluion  CER evolution  Conclusion
Afican_Accented_French_test.csv 7% 6% AnE 071439 +06/-82 @
At o n AHACK New/+01  Newl+iis @
LA oo e M-ALABS +250-23  +1/-08 o
-~ uainingspeech  -7.9/-12 2/+01

trainingspeech 10.9% 1%

Common Voice ~ +6.9/-6.5 +51/-42 a
Common Voice 315% 15.2%

Lingualibre  +53.4/483  +195/+3 XXX
Linguaibre o7.6% 216%

LS New!-4.2 New!-25
M 6% o7% coPMF Abandoned Abandoned

Figure 8. Result of the best french model and comparison with previous
ones
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Spontaneous dataset

To go further, we need to get a dataset as close as possible to the
use case. We decided to validate unlabeled audios from the people
using the app with transcription from Microsoft Azure

trente trois

4

H *
ADULTE ENFANT

Figure 9: Validate audios and precise if there's noise ("bruit" in french)

Nicolas Tirel GreenAl U.P.P.A. x Prof en Poche

Advances in ASR for schoolchildren



Updates
o]

ooe

Validation and sort

We listen more than 7000 audios :
® 5464 were validated
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Validation and sort

We listen more than 7000 audios :
© 5464 were validated
® 3688 were children voices, 2h35
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Validation and sort

We listen more than 7000 audios :
© 5464 were validated

© 3688 were children voices, 2h35
® 1476 with noise
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Specific Language Model
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arison with Azure

A Language Model is created using a corpus of text, gets a
sentence as input and returns the probability of the last word given
all the previous words. It was used in 2014 for decoding CTC
output with an important improve : an acoustic model could go
from a WER of 35.8% to 14.1% [Hannun et al., 2014b] Really
good explanation can be found here
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https://medium.com/corti-ai/ctc-networks-and-language-models-prefix-beam-search-explained-c11d1ee23306
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Once we know the specific vocabulary, i.e. be able to recognize
numbers, yes, no, and some geometric shapes, we can write all of
them in a file, and convert them using KenLM toolkit.

preg—

LM from all the validated transcription
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Alpha & Beta optimization

Two hyper parameters can be optimized with grid-search tries
alpha, the weight of the language model and beta a compensation
term.

Aigorflm Y D Serer The STgorm iz e previons e orpreres T T he

empty s
from the alphnb:l Tt pref. [fthe character s amank we dn not extend the prefix um
character is a space, we incorporate the
ond Encorporate the oupu o the netwark ATl new actve p(eﬁxes are 20ded 0 Ay We then
Set Ay 10 include only the k most probable prefixes of Ay The output i the 1 most probable
transcript, although the this can casily be extended to retur an n-best list.
(8 710) & 1, (@ 71.0) - 0

if = blank then
Po(6521:0) 4 plblank; 2) (po (6 w10-1) + pas(6:21:0-1))
A 10 A

else
£+ concatenate £ and ¢
e = Loy then
palll ) © ple st
1) ¢ ﬁ(r 2)pu(f; x1e1)

ascife - et
Puasl: zni*—P(“’/(I*J\W(l))"r(mlx)(m(l:n‘ 1)+ Pab(6 21:0-1)

else
Ps(F210) ¢ plesz) oz 1) + paolbiwre 1))

it notin Apes then
Pl 1) - plblank; n)(n.(l* w101) + (3 2101))
m(l* @1) € plesz)pas(Ehi i)
en
dd £+ 10 Apes

g+ most probable prefixes in Apex
end for
return 1 most probable prefix in e,

Figure 11: Beam search using Language Model [Hannun et al., 2014b]
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Azure precision

Once we validated enough audio (20% of all our dataset, +7000
audios), we can evaluate the score of Azure, and try to get same
precision with our models.

Children (WER)  Children (CER)  Adult (WER) Adult (CER)
Without noise 6.9 % 5.09 % 42 % 3.1 %
With noise 20.8 % 17.4 % 17.2% 15.0 %

Figure 120 Results of validated audio with Microsoft Azure
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Previous model

Trained in three steps decreasing learning rate each time and for
40 epochs :

© CommonVoice 8 only with a learning rate of 0.001
¢ CommonVoice and mathia with a learning rate of 0.0001
© mathia only with a learning rate of 0.00005

Score (for a total of 28.25 kWh consumed)

WER: 0.187479, CER: 0.123425, loss: 12.353087
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In order to get the best model in WER, | tried different trainings...
Fine-tuning of last model with specific Language Model
Evaluation on different dataset, azure children, adult and
mathia
Optimization from other models
Grid search for LM alpha and beta parameters
Data augmentation with overlay, reverb, pitch, tempo,
volume...
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Firstly trained with CommonVoice 8, then with both validated
audios, and the mathia corpus, using a specific Language Model
and the best alpha and beta hyper-parameters

WER: 10.98%, CER: 07.19%, loss: 08.99 - Mathia
WER: 14.75%, CER: 11.49%, loss: 07.31 - New audios w/o noise
WER: 33.95%, CER: 29.55%, loss: 16.20 - New audios w/ noise
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Consumption

Two thirds of the total consumption is due to the training part, 2
days 00:43:26 and 17.81 kWh, then fine-tuning (10:21:00 3.34
kWh) and optimization (21:00:00 4.78 kWh), in total, the best
model has consumed 25,93 kWh in 80 hours

Power of 220225 training over time. apha beta

Power (W)

Nicolas Tirel GreenAl U.P.P.A. x Prof en Poche

34 / 47

Advances in ASR for schoolchildren




Results & comparison with Azure
O00000e

Demonstration

Let's see how it looks like with a streamlit dashboard !

T Prof en Poche

@ Green /|
b

¢ Training parameters

Figure 13: Screenshot of the dashboard, for those only reading the slides
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Improvements & next steps

Ideas to improve our results

® Annotate more audio
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Improvements & next steps

Ideas to improve our results

* Annotate more audio

® |ncrease data with data adaptation
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Improvements & next steps

Ideas to improve our results

© Annotate more audio
® Increase data with data adaptation

® Try different model (transformers like wav2vec
[Schneider et al., 2019])
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Improvements & next steps

Future work

® Measure the consumption in inference
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Improvements & next steps

Future work

© Measure the consumption in inference

® Compare different models on the WER and energy
consumption during training and inference
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Improvements & next steps

Future work

© Measure the consumption in inference

© Compare different models on the WER and energy
consumption during training and inference

® Develop an embedded solution and compare consumption

GreenAl U.P.P.A. x Prof en Poche
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Energy and emission
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In addition, the machine used for all my work at Prof en Poche is
plugged to a watt-meter which measures the power used by the
whole machine instead of only the CPU/GPU. We just have to
integrate over time to get the energy consumption in Joules or
Watt-hours.

50-100W

Control unit  Registers

Arithmetic
& logic unit

Central Processing Unit

100-300W
Graphical Processing 5-10W
unit [ Read Access Memory (ram) |
0-5W

External memory / Hard drive

+

Sources of energy consumption in a computer
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When using our three machines, we can see a huge increase during
training, and one of them consumes around 100 kWh for a single
training. The emission related is highly dependant of the country
of production, in France with 60 grams per kWh we get 6 kg of
CO2e emissions, but if we did this in Poland it rises to 73 kg !
[Ritchie et al., 2020]

Power ion in september

Power in july

— Machine 1
Machine 2
300 — Machine 3

L

50 T t

02 03 04 05 06 07 08 09 10 1112 13 14 15 16 17 18 19 20 21 22 23
Sep)

L 13 1 15 16 17 18 19 20 21 22 23 24 2022
Jul
2022

Date

Power consumption of three machines in July and September
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Electricity is not the only impact

When talking about numeric emission, we always think about the
electricity or the data centers, but we need to think also about the
fabrication process, which is responsible of 80% of the footprint in
the life cycle assessment [Déragne and Mouneu, 2020]

Ecological rucksack

g 2kglaptop

Fossil fuel consumption

Figure 16: Two cards from The Digital Collage
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If you want to go further and take concrete actions :
Measure your carbon footprint
Become a player of the change : participate in The Digital
Collage, keep your numeric equipment 10 years at least, avoid
buying new equipment as possible
Read the IPCC reports, "L'age des low tech" Philippe Bihouix,
watch "Ruée miniere au XXIé siécle : jusqu'ou les limites
seront-elles repoussées 7" - Aurore Stephant at USI...
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Technology will NOT save us

T oo
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